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Abstract
Nowadays, Generative Artificial Intelligence (GenAI) can outper-
form humans in creative professions, such as design. As a result,
GenAI attracted a lot of attention from researchers and industry.
However, GenAI could used to augment humans with a multimodal
user interface, as proposed by Ben Shneiderman in his recent work
on Human-Centred Artificial Intelligence (HCAI). Most studies of
HCAI have mainly focused on greenfield projects. In contrast to
existing research, we describe a brownfield software architecture
approach with a loosely coupled GenAI-driven multimodal user in-
terface that combines human interaction with third-party systems.
A domain-specific language for user interaction connects natural
language and signals of the existing system through GenAI. Our
proposed architecture enables research and industry to provide
user interfaces for existing software systems that allow hands-free
interaction.

CCS Concepts
• Human-centered computing → Interactive systems and
tools; Interaction techniques; • Computer systems organization
→ Distributed architectures; • Computing methodologies→
Artificial intelligence.
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1 Introduction
In recent years, industry, the general public, and researchers have
become increasingly interested in using Generative Artificial Intel-
ligence (GenAI), such as GPT, to speed up or outsource their tasks.
Recently, ChatGPT has released the LLM GPT-4o, which provides a
multimodal user interface to interact with its system in a natural
human way [9].
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This newly implemented Human-Computer Interaction (HCI)
approach emphasizes the combination of Intelligence Augmenta-
tion (IA) and Artificial Intelligence (AI). Based on Shneiderman
and Riedl, this leads to a paradigm shift towards Human-Centred
Artificial Intelligence (HCAI) [13, 17]. Traditionally, AI has focused
on developing autonomous systems that can replace human labour,
such as writing texts or generating images. But it could also help
humans improve and enhance their skills by using AI [13, 17]. This
paradigm of HCAI emphasises collaborative integration, where
technology complements human intellect and skill rather than a
substitute [17].

The approach of HCAI supports technologies that synergise with
human activities, such as multimodal robot interaction in smart
factories proposed by Wang et al. [21]. Central to this evolution is
the development of multimodal interfaces, which integrate various
forms of communication like speech, touch, eye- or body-movement
to createmore intuitive and accessible interactions between humans
and machines [21]. As we navigate into this new era, the research
community needs to ensure that AI development is aligned with hu-
man values and designed to meet the needs of users and developers
[13, 17].

Our work contributes to HCAI by developing a software architec-
ture concept for GenAI-driven multimodal user interfaces that can
extend third-party software systems. We aim to combine different
kinds of human interaction with existing software by providing
a multimodal adapter (MMA) system that connects both worlds
and considers the non-functional requirements (NFR) of users and
developers. The transformation of human interaction into system
signals is established with a Domain Specific Language (DSL) for
user interactions influenced by the work of Li et al. [6].

2 Scenario
Contemporary, we interact daily with several computer systems for
business or private use and various end-user devices such as com-
puters, laptops, and smartphones. These systems could be internal
or external applications that provide us or the company with value.
However, our ability to interact with those specialized systems is
limited. Classical input devices or touch gestures provide the pri-
mary user interfaces for most business applications. In a specific
context, communication with speech or free gestures is nearly un-
recognized for industrial applications [12]. These limitations, while
significant, also present an opportunity for improvement.

In current development environments, it is rather difficult for
software developers to provide a multimodal user interface be-
cause of its complex and cost-intensive implementation [1, 3, 24].
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Therefore, we focus on software developers’ needs and users’ expec-
tations. Different NFRs must be met to deliver a successful system
in both worlds.

2.1 User Perspective
Based on the work of Oviatt et al., a user could send several natural
input signals like eye movement, gestures, and voice towards our
proposed interfaces from a wide variety of devices and environ-
ments, which have specific requirements and signal errors, such as
background noise on an audio-input [10, 11]. The users have vari-
ous levels of knowledge about computer interaction and operate
in several different working environments based on their mental
model [4]. Therefore, the user interface has to be straightforward,
robust, and safe. In addition, the order sequence of input signals
creates a context for a possible system reaction, such as a com-
mand to take a picture of this object where my finger points. This
context of interactions would enable the system to be used in a
human-understandable way.

2.2 Software Developer Perspective
The other perspective is the developer, who will use a Self Develop-
ment Kit (SDK) to interact with the proposed system. The role of
the software developer is to deliver business value in a fast, stable,
and secure way into complex production environments [2]. If they
cannot figure out how to use the SDK or library clearly in a short
period of time, they will move to the next possible solution [18, 20].
The knowledge of the software developer about a third-party li-
brary is often limited. Therefore, an understandable interface must
be provided for the developer [20].

3 Related Works
Our work builds on previous research onmultimodal user interfaces
and human interaction through DSL, particularly natural language-
to-DSL transformation.

3.1 HCAI and Multimodal User Interfaces
Ben Shneiderman described HCAI as the Second Copernican Rev-
olution, so AI is in the loop around humans, who are the centre
of attention [17]. For him, it is a ”shift from emulating humans to
empowering people” [17].

Amultimodal user interface with GenAI is part of Shneiderman’s
revolution of HCAI because AI is used to help humans interact with
machines to enhance themselves [22]. OpenAI has released Chat-
GPT 4o, ready for multimodal user interaction with its knowledge
base. It has several working applications for multimodal interaction
with video, gesture, and speech interaction, such as answering ex-
ternal knowledge questions and conversational user interfaces [9].
The idea of a multimodal interface for user agents is familiar and
has been mentioned before by Moran et al. [7]. The input signals
included natural speech and pen input [7]. ReactGenie proposed
a way to interact with react components by natural language and
empower the developer to define the usage keywords [6].

The proposed architecture uses GenAI in the context of HCAI
to transform human signals into an interaction DSL to interact
with different software systems such as ReactGenie for natural

language and React [6]. Humans are the main focus of this system,
as Shneiderman proposed for HCAI.

In contrast to approaches such as ChatGPT 4o, which use seman-
tic data structures to provide the user with the requested informa-
tion, we want a loosely coupled GenAI and a loosely coupled DSL to
connect various third-party systems to our proposed architecture,
enabling developers of multimodal interfaces [9].

3.2 Human Interaction Through a DSL
Firstly, Tablan et al. build a question-answering system to query a
knowledge graph by natural language [19]. Yahya et al. mentioned
the transformation of natural language into SPARQL for answering
questions in the Semantic Web, based on their framework called
DEANNA (DEep Answers for maNy Naturally Asked questions)
[23]. Based on their work, several prototypes have emerged that
use GenAI to transform natural language into a DSL [14, 16]. In
addition, Ngonga et al. have shown without GenAI that SPARQL
queries can be transformed into natural language [8].

Our approach follows the previously introduced idea of translat-
ing natural language into a DSL as input for a third-party interpreter.
In our case, we transform natural speech, gestures, or eye move-
ments directly into an interaction DSL or through a signal converter
into natural language and then into our DSL. However, our architec-
ture is currently incapable of returning answers in natural language
and depends on the reaction of the third-party system.

4 Architecture
This chapter presents an overall architecture to fulfill the described
scenarios for a universal and adaptable multimodal system. First,
the workflow of user interaction, data, commands, and integration is
described from a general perspective. Then, the specific components
will be presented in more detail to show their input and output
parameters.

4.1 Workflow
The workflow starts with a software developer who wants to inte-
grate an SDK into his primary systems, such as a mobile application
or an ERP suite (see Figure 1). To achieve a universal approach, the
SDK must be published in a specific format for a specific program-
ming environment, such as an NPM package in JavaScript. For this
integration, the SDK provides an adapter that provides an interface
for registering voice commands in a natural language analogue to
ReactGenie, an approach by Li et al. or Yang et al. [6, 24]. Depend-
ing on the programming environment, this registration attaches a
callback method or event listener.

After the registration, the data is passed to the trainer, which
integrates the new instructions into an essential interaction DSL for
training the GenAI (see Figure 1). The trainer also defines standard
commands. These do not need to be implemented by the devel-
oper. They can be overridden according to the convention over
configuration pattern [5]. The training process could be carried
out with the help of prompt engineering so that the GenAI could
transform natural language into our DSL. For this transformation,
the registered commands in natural language are used. In addition,
if prompt engineering is used, new commands could be suggested
to the generative AI at runtime.
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Figure 1: Proposed multi-level architecture for a GenAI-driven multimodal user interface supported by generative artificial
intelligence

After the startup and registration phase, the MMA can process
user interaction through eye movement, natural speech, and hand
gestures (see Fig. 1). A signal converter must convert each interac-
tion signal into a readable format for the GenAI, such as a speech-
to-text provider for natural language recognition. Based on the
current development of GPT-4o, processing of video streams or
other interactive data is also possible [9]. The input parameters for
GenAI are transformed to the previously defined DSL.

The interpreter then processes the DSL and links it to the meth-
ods previously registered by the adapter. The adapter then executes
the commands in the integrated system. Depending on whether
the third-party system has been integrated at the user interface or
business logic level, the user receives visual feedback.

4.2 Components
As briefly described in the workflow, the proposed MMA system
contains several components with a dedicated objective. The signal
converter is a component that takes user input signals from a source
and performs the vital task of converting them into a format that
the GenAI can interpret. For example, if the GenAI is ChatGPT 4,
the converter must generate natural text. Other signals, such as a
muscle sensor, could extend these input signals. The only require-
ment is that the signal can be converted into a GenAI-readable
format. The GenAI component’s objective is to transform an input
into the defined DSL, which the Trainer component can enrich on
demand. The interpreter uses the DSL to interact with the adapter,
which is the glue between the external system and the multimodal
interaction.

The GenAI component is primarily designed to facilitate the
translation process, converting natural language into the interaction
DSL, thereby enabling effective communication with the MMA
system. Any service that provides the required privacy policies,
an open API such as RESTful web services, adequate performance,
and accurate translation of natural language into our to-be-defined
DSL could be used. The GenAI provider must provide a natural

language interface for user input signals and our trainer component
as a minimum requirement.

The core of our application is a to-be-defined interaction DSL,
which provides the main interaction patterns for desktop, mobile,
and augmented or virtual reality applications. It should be extend-
able by developers with custom commands or interaction patterns.
It connects third-party applications with the interpreter to the
natural language of the users. The interpreter component is the
controller of the connected third-party system. It translates the in-
coming DSL and executes registered methods through the adapter
component.

5 Challenges
Our proposed architecture is an early design draft for a universal,
loosely coupled approach for multimodal user interaction with
various challenges that must be addressed. These challenges are
categorized into 1) user interaction through GenAI, 2) adequately
designed DSL for various user interactions on several platforms,
and 3) performance and error rate.

The input signals must be interpreted by a GenAI or converted
into a readable format. How can the error rate and mean response
time be minimised? Recent research has shown that these are criti-
cal metrics for user acceptance and should be managed or prevented
[15]. In addition, how to respond to parallel inputs via the multi-
modal interface and transform them together for the GenAI to
provide a context-specific response to the user.

The DSL briefly described above had to be defined so that differ-
ent interactions could be linked to interaction patterns in a software
application such as a web browser. This DSL must be understand-
able to the GenAI and interpretable for integration. Furthermore,
how can the performance be maximised and resource consumption
be minimised?

Additionally, an error channel has to be included in our approach,
or the third-party system has to be forced to provide an error output
because, with sufficient probability, there will be several translation
or transformation errors. Finally, how could audio-visual feedback
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be integrated into the proposed architecture or SDK using device-
specific capabilities?

6 Conclusion
In line with Shneiderman’s vision of HCAI, we have developed a
draft for a GenAI-driven multimodal software architecture. This
architecture is a two-way conduit, connecting natural human inter-
actions with existing third-party systems. This connection could
be achieved by our proposed DSL for interaction. Our DSL con-
nects human interaction with system signals of third-party systems
through GenAI and an Interpreter, which is part of our SDK. This
SDK focuses on software developers who want to connect their
systems quickly. If we can handle the described challenges, our ar-
chitecture could be published across multiple platforms, impacting
various software products worldwide.
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