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Abstract
Generative Artificial Intelligence (GenAI) provides new capabili-
ties to generate figures and other visual elements for papers. This
can help researchers to enhance the visual quality of their papers.
However, there are also challenges when generating images or
visual elements, such as the complexity of describing visual con-
tent with a text prompt. This paper describes how GenAI can be
effectively used in researchers’ workflows. It further discusses so-
lutions for existing challenges in generating images from textual
descriptions, like using tools like ControlNet and IP Adapter or
specifically trained image generation model checkpoints. Lastly,
the paper shows how GenAI can be used to generate LateX code
for visual elements like tables or diagrams.

CCS Concepts
• Human-centered computing→ HCI theory, concepts and mod-
els.
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1 Introduction
For many researchers, the integration of Generative Artificial Intel-
ligence (GenAI) has become increasingly important in enhancing
the presentation of their findings. GenAI can generate images from
textual descriptions, thereby offering a new way to create figures
for papers [2, 6]. By transforming textual descriptions into visual
representations, GenAI aids researchers in the ideation process,
allowing for more dynamic and illustrative content creation. This
capability enables researchers without image manipulation experi-
ence to create their figures for their papers.

One advantage of using Artificial Intelligence (AI)-generated
images is the elimination of copyright concerns. As of now, the
users of GenAI models own the generated content and may use
the content for non-commercial purposes [5, 8]. This ensures that
researchers can enhance their work with illustrations without the
risk of legal infringements. However, regional laws may apply
which restrict the use of AI-generated content. This applies in
particular to generated content which is very similar to existing
copyrighted content [1].
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Despite these advantages, achieving the desired outcome with
GenAI image generation can be challenging. Often, multiple itera-
tions are required, and fine-tuning to produce visuals that precisely
match the intended concept is challenging. This iterative process
can be time-consuming and may require knowledge about correctly
prompt image generation networks [9].

Beyond image generation, GenAI offers additional utilities to
enhance the visuals of papers, for example, by generating LateX
code for diagrams of tables. These visuals are essential for clearly
presenting results and complex data. Furthermore, it can be em-
ployed to design structured elements like custom boxes, e.g., for
hypotheses, enhancing the organization and readability of research
papers [7].

In this paper, we describe how GenAI can be used to generate
figures and LateX code for visuals and what challenges exist. Fur-
ther, we name lessons learned using GenAI in this context to show
how to overcome existing challenges.

2 Generative AI for Figure Generation
When generating figures for papers with GenAI, we discovered two
different strategies.

Generating Parts of Figures. Researchers sometimes find them-
selves without access to copyright-free stock material that accu-
rately represents their concepts. Particularly for very specific sce-
narios, standard stock images fall short. With GenAI, researchers
only need a textual description of the desired image. With that,
there is no need for stock image material or capturing the images
with expensive camera equipment. Further, only parts of complete
figures can be generated, which can then be integrated into a larger
figure.

One way to control the generation of the images instead of
just using a text prompt is to use a reference image. By providing
these references, the AI model can, e.g., extract the edges from
the reference image, producing visuals that closely match the in-
tended concept. This approach also makes it easier for researchers
to describe their ideas, ensuring higher relevance of the generated
images [4].

Once the individual parts are generated, they can be combined
and edited using imagemanipulation software. This method enables
the researchers to create more complex figures and stay in control
of the generation.

Generating Complete Figures. For simpler figures, GenAI can
also create the entire figure without needing to edit it in an image
manipulation program. This generation process is more complex
and requires a more detailed description to achieve satisfactory
results.

To generate complete figures with GenAI, it is beneficial to create
an initial sketch or outline of how the image should look. This
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preliminary sketch can be used in the sameway as reference images,
ensuring that the final output aligns closely with the researchers’
vision.

One of the advantages of using GenAI for complete figures is that
no image manipulation skills are needed. With that, researchers
can focus on the content and clarity of their visuals, and the AI can
generate the desired figure for them.

3 Generative AI for Paper Formatting
Apart from generating figures, GenAI has the potential to sup-
port the creation of LaTeX visuals, such as tables and other visual
elements, in papers [3].

Researchers can input a description of a table, including column
headers and specific formatting requirements, or also just provide
an example table. The GenAI model can then produce the LaTeX
code necessary to render this table in the paper. This is particularly
useful for creating complex tables with multiple rows and columns,
which would otherwise require complex manual coding.

Beyond tables, LLMs can assist in generating LaTeX code for a
variety of visual elements, such as diagrams or charts. This can be
done instead of using image generation to create diagrams or charts,
as these models have problems generating scientific diagrams or
charts.

Further, GenAI can generate custom visual elements like boxes
for hypotheses for LateX. This often requires an iterative refinement
to match the researchers’ imagination.

However, some templates are limited in the availability of LateX
packages. To prevent compatibility issues and ensure that the gen-
erated LaTeX code functions correctly, it is crucial to specify the
allowed LaTeX packages.

4 Lessons Learned
Throughout the process of integrating GenAI to enhance visuals
in papers, several key lessons have emerged that can inform and
improve future efforts.

One of the primary challenges encountered was controlling the
output when generating images solely from textual descriptions.
In general, it is difficult to describe their visual imagination with
a prompt. Thus, the generated images often do not match the re-
searchers’ imaginations. This difficulty underscores the importance
of using additional techniques to refine and direct the image gener-
ation process.

To address the challenges of text-based image generation, tools
like ControlNet or IP Adapters can be a good solution. These tools
allow for greater control over the AI’s output by incorporating
initial sketches or guiding images. Depending on which features
of the reference image are important, these tools can extract the
desired features. ControlNet, for example, can extract edges, lines,
human poses, or segments of images. The IP Adapters can extract
the styles and colors of reference images and transfer them to the
generated image. By providing a visual input, these tools help con-
trol the output of image generation models. Further, they allow the
researchers to use a different modality to describe their imagination
instead of just using words.

Another point that can enhance the results of image generation
is the use of specifically trained checkpoints of Stable Diffusion.

Depending on the specific requirements of a figure, these specialized
models can produce more relevant and higher-quality outputs.

Lastly, using a combination of different GenAI models can be
beneficial. For example, a CLIP model can be used to generate
a description for an existing image that can be used to extract
keywords for a new image generation prompt. This can help users
to create a prompt to describe their imagination.

5 Conclusion
To summarize, GenAI offers several capabilities for enhancing the
visual elements of papers. One capability is creating figures for pa-
pers by generating complete figures or parts of figures that are put
together in an image manipulation program. By utilizing tools like
ControlNet and IP Adapter, researchers can overcome the challenge
of creating visuals that match their imagination. Additionally, lever-
aging specifically trained checkpoints of image generation models
can help generate images for specific use cases. For LaTeX visuals,
GenAI facilitates the generation of complex tables, diagrams, or
custom visuals. However, it is necessary to specify the LateX pack-
ages that are allowed. As these technologies continue to evolve,
their integration into academic workflows can further enrich the
quality and impact of research publications.
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