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To ensure that academic researchers comply with institutional and disciplinary standards such as data protection legislation and ethical 

research guidelines, institutions require researchers to submit forms for processing. This task can be unnecessarily time-consuming and 

complex from the researchers' perspective. Generative Artificial Intelligence (GenAI) implemented through conversational means (i.e., 

generative conversational AI systems such as ChatGPT) could be an ideal technological solution to support researchers in this process. 

The technology’s ability as a cognitive service (i.e., being able to simulate human thought processes in domains of language, knowledge, 

and search) affords it an ability to support cognitively complex tasks – such as filling out academic compliance forms – in an intelligent 

way (e.g., providing synthesised and contextualised data insights, metacognitive support strategies, cognitive scaffolding). However, it is 

currently unclear what challenges and pain points researchers experience when filling in these forms and whether a conversational AI tool 

would be appropriate to support this process. We used semi-structured interviews to explore researchers’ experiences when filling in 

academic compliance forms and how they could be supported in this process. We found that participants struggled to 1) navigate the 

bureaucratic nature of the institutional pathways involved, 2) gain access to relevant support resources and past application examples, and 

3) apply their general knowledge about data protection and ethical principles to their research projects. Further, our participants identified 

a need for more interactive support to address these pain points, which suggests that a conversational AI tool could be an appropriate 

technological solution. We, therefore, propose the development of ComplianceBot, a ChatGPT-based cognitive-support tool that helps 

researchers learn the conceptual and procedural skills necessary for filling in academic compliance forms. This position paper contributes 

a user case study which demonstrates how recent developments in conversational AI technologies can now afford the rapid development 

of low-cost, high-fidelity prototypes to address user needs in unprecedented ways and produce deeper insights that contribute to the field 

of Human-Computer Interaction. 
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1 INTRODUCTION 

Before conducting any research, academic researchers working with human participants (i.e., collecting and processing 

personal data) need to ensure their projects comply with research standards. This includes ensuring the research adheres to 

accepted ethical standards and local and international data protection laws (e.g., the EU General Data Protection Regulation 

(GDPR)). In the UK, universities have processes in place to achieve this: researchers need to apply for ethical approval 

from local or central committees and register their projects with data protection officers. This academic compliance 

requires that researchers fill in a range of compliance forms that ask for in-depth details about their research projects from 

a data protection and ethics perspective. Researchers often struggle with academic compliance due to its cognitive-

demanding nature: the slow, time-consuming and bureaucratic nature of the process, copious amounts of forms to complete, 

and a need for assistance in meaningfully developing a deeper understanding of how to apply and translate general research 

ethics and data protection principles in practice [14,17,18]. 

Whilst existing research provides design recommendations for improving the legibility of forms [12], it is unclear 

whether simplified forms alone can sufficiently aid the academic compliance process, as it relies on researchers’ ability to 

maintain compliance throughout the research process. In other words, in the context of academic research, it may be 

necessary to create tools that support but do not replace, the researcher’s engagement with relevant rules and regulations, 

as they plan and secure compliance for their research. It is also vital to examine why researchers tend to find compliance 

challenging and to ensure that any solutions we offer focus not only on simplifying the working lives of academics but 

also on ensuring that they are well-equipped to conduct research in line with ethical and data protection guidelines. 

Although there is a large corpus of research exploring general academic compliance, there are few in-depth explorations 

of the perceptions and experiences of individual academic researchers completing this process. The little existing research 

that does take this approach tends to focus on exploring the compliance experience at the organisational level [10,18], in 

private-company settings [3,7], and from the perspective of other relevant stakeholders e.g., data protection officers [3,4].  

2 METHOD  

We conducted a semi-structured interview study with academic researchers (n= 15) of varying academic ranks (from PhD 

student to Professor) based at the Psychology department at a British university. We explored their experience of filling in 

academic compliance forms and how they could be supported in this process. Interviews were conducted through Microsoft 

Teams and lasted around 45-60 minutes. The transcripts were then analysed using reflexive thematic analysis [1], taking 

both a deductive and inductive orientation and a semantic-leaning approach (focus on the explicit meaning of data) to the 

coding process. 

3 FINDINGS 

Through our analysis, we found researchers needed support in coordinating the overall academic compliance form 

application process, which included: 

▪ A need for support around navigating the complex bureaucratic institutional pathways involved (e.g., information 

on what forms to complete, what order, and timelines to work towards). 

▪ A need for support around planning/reflecting upon high-level aspects of their research project from a data 

protection and ethics perspective. 
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▪ A need for support resources (e.g., FAQs, information about data protection principles, example applications) to 

be more accessible and personalised to their project scope.  

▪ Importantly, participants identified a need for the above issues to be supported through interactive means. 

4 DISCUSSION 

The findings from this interview study show there are three main types of needs to address if we are to support researchers 

in filling out academic compliance forms: 

1. A need for accessible information support around data protection and ethics processes at the global level (i.e., 

principles) and the local level (i.e., applying them to academic compliance forms in an institutional context). 

2. A need for cognitive support around thinking about/reflecting upon their research project in ways that align with 

data protection and ethical principles. 

3. A need for support around the former two needs to be achieved through interactive means. 

We posit that a generative conversational AI interactive tool could help to address the identified needs. Generative 

conversational AI refers to a class of Large Language Models that can generate human-like text responses in response to 

human input – with ‘ChatGPT’ now being used as a shorthand for such systems [5]. Indeed, conversational interactions 

are ideal for supporting cognitively demanding tasks that are often new to the user, open-ended and ill-defined – which 

filling in academic compliance forms falls under [14]. They can do so by providing personalised and summarised 

information [2,6], and by guiding/scaffolding users' thinking and decision-making around task objectives [15,16,19]. 

Indeed, AI-powered conversational agents have been previously implemented to address form-filling tasks in a university 

administrative context. For example, designing and deploying an agent to support students in completing a disability 

disclosure process [8,9,11]. In our case, we envision the development of the conversational AI tool ‘ComplianceBot’, a 

ChatGPT-based cognitive support tool that has the following functionalities: 

▪ Synthesises and provides summarised information to researchers about data protection, ethical principles, and 

institutional pathways in a personalised way.  

▪ Supports researchers in thinking about/reviewing their research project details from these perspectives.  

We envision that researchers can interact with ComplianceBot before, during, or after completing the academic 

compliance forms. Depending on the point of usage, the bot would gather necessary user information (e.g., researchers 

department, research project details) through conversational means or via uploaded documents (e.g., an ethics application 

form) to provide support. Importantly, to align with GDPR-compliance itself, the bot will explicitly state to the researcher 

to only share personal data about themselves they are comfortable providing and to not under any circumstances share 

personal data about other persons,  

To deliver these functionalities, we plan to build a high-fidelity prototype of ComplianceBot using the newly released 

OpenAI ‘GPT builder’ [13]. This feature allows individuals to create custom versions of ChatGPT for their own specific 

purposes which can then be shared publicly. Through an iterative design process, we plan to explore what forms of 

conversational interactions are best suited to deliver the above functionalities i.e., how and when these interactions should 

occur, and evaluate whether interacting with the bot allows researchers to develop the necessary conceptual skills (i.e., 

knowledge on data protection and ethics principles and the institutional processes for academic compliance form 

applications), and procedural skills (i.e., the ability to think about their research projects from a data protection and ethics 

perspective) to fill out academic compliance forms.  

The development of such advanced tools for building conversational AI has enabled us as interaction designers to 

expand the potential design space of technological solutions to address user needs (such as the ones outlined here). 
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Previously, the iterative development and testing of conversational agents with the desired functionalities would have 

required intensive time, effort, and resources. This would have meant potentially focusing on fewer (potentially simplified) 

functionalities and developing lower-fidelity prototypes to test. But with recent developments from OpenAI, we are now 

realistically able to rapidly build and deploy low-cost, high-fidelity prototypes with a range of complex functionalities. In 

turn, this allows us to deploy solutions that better address user needs and also to evaluate more deeply a range of system 

functionalities and interactions. These new opportunities allow us to produce richer and more meaningful insights that 

contribute towards our understanding of conversational agent design and how users interact with such systems in situ. 

5 CONCLUSION 

Recent developments in conversational generative AI have rapidly expanded the opportunities for how interaction 

designers can explore and address user problems around completing cognitively demanding tasks in an unprecedented 

way. In this position paper, we outline a real-world user case study (academic researchers filling out compliance forms) 

that demonstrates how conversational AI could be implemented into the interaction design workflow. We posit that 

leveraging generative conversational AI to develop technological solutions (ComplianceBot) can help us as researchers to 

more effectively address user needs and produce deeper insights that contribute to the field of Human-Computer 

Interaction. 

REFERENCES 

[1] Virginia Braun and Victoria Clarke. 2022. Thematic analysis : a practical guide / Virginia Braun and Victoria Clarke. SAGE Publications Ltd, London. 

[2] Norbert Braunschweiler, Rama Sanand Doddipatla, Simon Keizer, and Svetlana Stoyanchev. 2023. Enabling Semi-Structured Knowledge Access via 

a Question-Answering Module in Task-oriented Dialogue Systems. In Proceedings of the 5th International Conference on Conversational User 

Interfaces (CUI ’23), 1–11. https://doi.org/10.1145/3571884.3597138 

[3] Thomas Şerban von Davier, Konrad Kollnig, Reuben Binns, Max Van Kleek, and Nigel Shadbolt. 2023. We Are Not There Yet: The Implications of 

Insufficient Knowledge Management for Organisational Compliance. arXiv preprint arXiv:2305.04061. 

[4] José Fernandes, Carolina Machado, and Luís Amaral. 2022. Identifying critical success factors for the General Data Protection Regulation 

implementation in higher education institutions. Digital Policy, Regulation and Governance 24, 4: 355–379. https://doi.org/10.1108/DPRG-03-2021-

0041 

[5] Joel E Fischer. 2023. Generative AI Considered Harmful. In Proceedings of the 5th International Conference on Conversational User Interfaces, 1–5. 

https://doi.org/10.1145/3571884.3603756 

[6] Michelle Xiao-Lin Foo, Luca Della Libera, and Ilhan Aslan. 2022. Papr Readr Bot: A Conversational Agent to Read Research Papers. In Proceedings 

of the 4th Conference on Conversational User Interfaces (CUI ’22), 1–4. https://doi.org/10.1145/3543829.3544536 

[7] Stefan Albert Horstmann, Samuel Domiks, Marco Gutfleisch, Mindy Tran, Yasemin Acar, Veelasha Moonsamy, and Alena Naiakshina. 2024. “Those 

things are written by lawyers, and programmers are reading that.” Mapping the Communication Gap Between Software Developers and Privacy 

Experts. Proceedings on Privacy Enhancing Technologies. Retrieved June 11, 2024 from https://petsymposium.org/popets/2024/popets-2024-0010.php 

[8] Francisco Iniesto, Tim Coughlan, Kate Lister, Peter Devine, Nick Freear, Richard Greenwood, Wayne Holmes, Ian Kenny, Kevin McLeod, and Ruth 

Tudor. 2023. Creating ‘a Simple Conversation’: Designing a Conversational User Interface to Improve the Experience of Accessing Support for Study. 

ACM Transactions on Accessible Computing 16, 1: 6:1-6:29. https://doi.org/10.1145/3568166 

[9] Francisco Iniesto, Tim Coughlan, Kate Lister, and Wayne Holmes. 2020. Designing an Assistant for the Disclosure and Management of Information 

about Needs and Support: the ADMINS project. In Proceedings of the 22nd International ACM SIGACCESS Conference on Computers and 

Accessibility (ASSETS ’20), 1–4. https://doi.org/10.1145/3373625.3418017 

[10] Ze Shi Li, Colin Werner, Neil Ernst, and Daniela Damian. 2022. Towards privacy compliance: A design science study in a small organization. 

Information and Software Technology 146: 106868. https://doi.org/10.1016/j.infsof.2022.106868 

[11] Kate Lister, Tim Coughlan, Ian Kenny, Ruth Tudor, and Francisco Iniesto. 2021. Taylor, the Disability Disclosure Virtual Assistant: A Case Study of 

Participatory Research with Disabled Students. Education Sciences 11, 10: 587. https://doi.org/10.3390/educsci11100587 

[12] Aathira Majnu. 2016. Enhancing usability of non-trivial online forms through modelling. In Proceedings of the 30th International BCS Human 

Computer Interaction Conference: Fusion! (HCI ’16), 1–8. https://doi.org/10.14236/ewic/HCI2016.9 

[13] OpenAI. 2023. Introducing GPTs. Introducing GPTs. Retrieved June 11, 2024 from https://openai.com/index/introducing-gpts/ 

[14] Milosh Raykov. 2020. Education researchers’ perceptions of and experiences with the research ethics application process in Europe and beyond. 

European Educational Research Journal 19, 1: 10–29. https://doi.org/10.1177/1474904119893461 

[15] Leon Reicherts, Gun Woo Park, and Yvonne Rogers. 2022. Extending Chatbots to Probe Users: Enhancing Complex Decision-Making Through 



5 

Probing Conversations. In Proceedings of the 4th Conference on Conversational User Interfaces (CUI ’22), 1–10. 

https://doi.org/10.1145/3543829.3543832 

[16] Leon Reicherts and Yvonne Rogers. 2020. Do Make me Think! How CUIs Can Support Cognitive Processes. In Proceedings of the 2nd Conference 

on Conversational User Interfaces (CUI ’20), 1–4. https://doi.org/10.1145/3405755.3406157 

[17] George Silberman and Katherine L. Kahn. 2011. Burdens on Research Imposed by Institutional Review Boards: The State of the Evidence and Its 

Implications for Regulatory Reform. The Milbank Quarterly 89, 4: 599–627. https://doi.org/10.1111/j.1468-0009.2011.00644.x 

[18] Sean Sirur, Jason R.C. Nurse, and Helena Webb. 2018. Are We There Yet?: Understanding the Challenges Faced in Complying with the General Data 

Protection Regulation (GDPR). In Proceedings of the 2nd International Workshop on Multimedia Privacy and Security, 88–95. 

https://doi.org/10.1145/3267357.3267368 

[19] Lev Tankelevitch, Viktor Kewenig, Auste Simkute, Ava Elizabeth Scott, Advait Sarkar, Abigail Sellen, and Sean Rintel. 2024. The Metacognitive 

Demands and Opportunities of Generative AI. In Proceedings of the CHI Conference on Human Factors in Computing Systems (CHI ’24), 1–24. 

https://doi.org/10.1145/3613904.3642902 

 


