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Abstract 
In this work we describe out initial method of utilizing the text-
to-image AI Midjourney to generate stimulus material that is cute 
based on Lorenz Kindchenschema. 

CCS Concepts 
• Human-centered computing → Human computer interac-
tion (HCI). 
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1 Introduction 
Direct observation and critical refexivity is often applied, especially 
but not only in the social sciences, to determine ontological truths. 
In the behavioural sciences, mid-20th scholars (e.g., von Uexküll, 
Lorenz, Piaget, Bowlby, Gibson) derived far-reaching and infuential 
theories of human perception, reasoning and action based largely 
on their selective observations and subjective contemplations of 
their physical experiences. Empirical research continues to thrive 
by systematically producing systematically acquired and curated 
data to incrementally validate and disconfrm many of such early 
theorizing. In the 20th century, could foundation models—trained 
on large datasets, such as the use of language and media in everyday 
life—provide a way to validate theoretical concepts? 

Natural human languages consist of words that are tokens for 
abstract concepts. Words such as cute, attention, industrious, socia-
ble reference properties and methods that are embedded in our 
physical experiences, which are often treated as universal states 
and/or truths. Nonetheless, a closer examination of such terms 
often reveal that nuanced diferences across languages, cultures, 
and individuals. This paper documents our eforts to investigate 
the construct validity of the word "cute", based on its infuence on 
popular media or rather, the datasets used to train large language 
models and their applications i.e., ChatGPT, Midjourney. 

What is cute and why is it important? To begin, we consider “cute” 
as a visual aesthetic that when perceived in a stimulus, evokes in 
the observer a cute-emotion (also referred to as an Aww [2] ). When 
perceived, cute aesthetic is claimed to promote prosocial attitudes 
and behavior in the observer, by activating brain structures and 
neural mechanisms that are associated with attention orienting 
and care-giving [5, 8]. For instance, cute product design has been 
claimed to result in a greater willingness in consumers to purchase, 
otherwise unappetising, products (e.g., insect-based food) [1, 11]. 
As a visual aesthetic, cute is often used interchangeably in popular 
culture with the Japanese word kawaii and explicitly defned by [9] 
as a Kindchenschema or collection of childlike features (i.e., arched 
forehead, large deepset eyes, etc.). Nonetheless, kawaii can also be 
understood as a positive emotion as well as a social cue [14] that 
can give rise to a heartwarming feeling (i.e,. Kama Muta) [16] or 
consumer therapeutic efect [3]. Other defnitions include those that 
focus on the state of fun and playfulness (e.g., "whimsical cute" [13]) 
rather than the visual aesthetics, especially in product design and 
branding. Attempts have been made to integrate the surprisingly 
diverse accounts for a seemingly universal understanding of the 
cute aesthetic, either as a unidimensional spectrum that range 
from harmless, helpless Kindchenschema to uncanny cute [12] or 
as a taxonomy that defne the relationships between diverse visual 
instances (e.g. Sexy Cute, Baby Cute, Animal Cute, Positive Cute, 
Negative Cute, Soft Cute or Scary Cute) [10]. 

To date, Kindchenschema continues to be a classical defnition 
for “cute” as a visual aesthetic. The defnition of Kindchenschema 
was based on Lorenz’s observations of his daughter’s caregiving 
interactions with puppets, especially those that possessed certain 
physiognomic qualities [9] 

“Versucht man nun zunächst, rein selbstbeobachtend, 
alle Merkmale herauszugliedern, die ein Objekt haben 

muß, um die spezifsche Erlebnisqualität des „Herzi-
gen" auszulösen, so ergeben sich folgende Kennze-
ichen, die selbstverständlich im Normalfall dem adäquaten 
Objekt in optimaler Weise zu eigen sind.1. Verhält-
nismäßig dicker, großer Kopf, dessen Optimalverhält-
nis zur Körpergröße sich vielleicht wie bei Tinber-
gens Amseln durch Versuche bestimmen ließe. 2. Im 
Verhältnis zum Gesichtsschädel stark überwiegender, 
mit gewölbter Stirn vorspringender Hirnschädel. 3.
Großes und in Übereinstimmung mit der vorerwäh-
nten Proportionierung tief, bis unter der Mitte des 
Gesamtschädels liegendes Auge. 4. Verhältnismäßig 
kurze, dicke und dickpfotige Extremitäten. 5. Allge-
mein rundliche Körperformen. 6. Eine ganz bestimmte, 
der Fettschicht des gesunden Menschenkindchens 
entsprechende, weich-elastische Oberfächenbeschaf-
fenheit. 7. Runde, vorspringende „Pausbacken“ man-
gels derer sich die Niedlichkeit des Kindchenkopfes 
stark verringert.” (Lorenz, 1942, p. 275, [9]) 

The infuence of Kindchenschema is undeniable and, perhaps, sur-
prising given its anecdotal origins. Kindchenschema has not only 
motivated cute studies [4] but also the increasing cute-ifcation 
of the teddy bear [7] and Mickey Mouse [6] over the years. We 
sought to use large language models and text-to-image generators 
to determine the extent to which Kindchenschema features are per-
ceivable in images that have been annotated as being “cute”, even 
if text-to-image generators were explicitly instructed to selectively 
manipulate the presence and/or absence of the seven features. Our 
attempts revealed that the selective manipulation of part-features 
was not possible and that certain features were so strongly asso-
ciated that they would co-occur even if explicit instructions were 
provided for them to be absent.In the next section, we describe our 
image generation procedures. 

http:absent.In
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2 Method 
To verify or refute the Kindchenschema brought forward by Lorenz 
[9], we use the text-to-image generative AI Midjourney to generate 
stimuli based on diferent Kindchenschema features. The only set-
tings we determined were “High Variation Mode”, “Stylize med”(–s 
100), “Fast Mode” and we used Midjourney version 5.2 for our exper-
iments. To assess the general importance of individual features and 
rank them accordingly we prompted Midjourney to create images 
showcasing each feature in isolation. 

In its original conception [9], the perceived saliency of an object’s 
cuteness was believed to be a summative efect of these features, 
although certain features (e.g., “round, protruding cheeks”) were 
argued to contribute more strongly than others [9, 15]. To investi-
gate this, we prompted Midjourney to generate images with sets of 
� features, where � = {1, 2, 4, 7}, using all possible combinations for 
each �. For this methodology to be efective the generated images 
are required to have the exact requested features, as any deviation 
would complicate the testing for intra-Kindchenschema dependen-
cies Therefore the prompt needs to exclude all features that are not 
included in the set of � features explicitly (see Fig. 1). 

Midjourney is known to potentially include an object � in a 
generated image, even when the prompt specifcally requests its 
exclusion, such as in “. . . without �”. To address this, the documen-
tation recommends using weighted prompts1. When parts of the 
prompt are assigned a negative weight, Midjourney attempts to 
exclude these subjects from the resulting image. The –no parameter 
can be used to list subjects, assigning them negative weights. Thus, 
a prompt intended to exclude an object � would be formatted as ... 
–no � . 

Figure 1: The set of images was created using the prompt 
“person without a backpack”. Midjourney considers all words 
and struggles to interpret common natural language nega-
tions. 

1https://docs.midjourney.com/docs/no 

https://docs.midjourney.com/docs/no
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3 Challenges 
Although Midjourney does generate creative and realistic look-
ing images, it’s ability to accurately consider each element of the 
prompt can decrease signifcantly when adding a number of specifc 
elements. In our attempts to control the generated output we en-
countered some challenges which will be described in this section 
as well as the strategies we employed to counter them. 

3.1 Prompt Phrasing 
The Midjourney documentation does not recommend a certain lan-
guage for the prompting. Simple image generation queries in Ger-
man might generate the wanted output but with increasing prompt 
complexity the results difer more and more from the given de-
scription. The original description of Lorenz’s Kindchenschema is 
written in German and includes some old German words that are 
likely underrepresented in the Midjourney training data, such as 
“Pausbacken” which can be translated to chubby cheeks. Midjour-
ney can not understand the word and will generate a seemingly 
random output (see Fig. 2). For these reasons all our prompts were 
translated into English. 

• Thick, large head 
• Strongly predominant cranium with an arched forehead 
• Large, deep-set eyes 
• Short, thick and thick-pawed limbs 
• Generally rounded body shapes 
• Soft-elastic surface texture 
• Round, protruding chubby cheeks 

These initial translations might be accurate according to Lorenz’s 
original writing [9], but adding multiple features into one prompt 
leads to very long phrases. Midjourney seems to focus on some 
of the included words and ignore the rest. This is also refected 
in the original documentation2, with the recommendation to use 
short and simple phrases instead. Therefore we shortened some 
of the Kindchenschema translations while preserving the original 
meaning: 

• Strongly predominant cranium with an arched forehead −→ 
arched forehead 

• Short, thick and thick-pawed limbs −→ short, thick limbs 
• Generally rounded body shapes −→ rounded body shapes 
• Soft-elastic surface texture −→ soft-elastic surface 
• Round, protruding chubby cheeks −→ round, protruding 
cheeks 

3.2 Excluding Elements 
The –no <phrases> parameter enables users to adjust the prompt 
weight such that the generated images excludes certain target 
phrases listed in the parameter arguments. However, using this 
parameter does not guarantee that the excluded phrases will not 
be present in the generated image. The likelihood that Midjourney 
overlooks some elements on the exclusion list increases with the 
complexity of the phrases or the length of the list. 

2https://docs.midjourney.com/docs/prompts 

Figure 2: Images generated with the German phrase “Paus-
backen”. 

3.3 Selection of Generated Images 
Midjourney always creates a set four images with each prompt. 
Because of the varying accuracy of the prompts, one or more im-
ages might ft the prompt better than the others. Normally the user 
would select the images that are most suitable according to their 
requirements. In the generation process of stimulus material, this 
would add a “review” layer to the pipeline, where each image would 
have to be checked for the presence or absence of the Kindchen-
schema features. Because of this pre-selection, the resulting image 
collection might not be representative of the popular media the AI 
was trained on, the prevent this we exclusively used the frst of of 
the four generated images. Depending on the research question 
this might not be important. 

3.4 Prompt Subject 
The Kindchenschema features described by Lorenz [9] need to be 
attached to some subject. The selection of a subject is a non-trivial 
task and can change the output signifcantly. 

We explored the following subjects as targets for the Kindchen-
schema features: “animal”, “fgure”, “character”, “being”, “creature” 
and “no subject”, with the goal to have a neutral base for all gener-
ated images. Comparable to human natural language understanding, 
all of the listed subjects already invoke a pre-existing bias, likely 
inherent to the data Midjourney was trained on. 
The “animal” subjects often already include some of the Kindchen-
schema features and are more likely to be perceived as cute. If 
“fgure” is used as the target subject, most of the time Midjourney 
produces an output with a literal fgurine (see Fig. 3a). “character” 
as a subject will always result in a human that has has some stylised 
predetermined properties (see Fig. 3b). When using “being” as the 

https://docs.midjourney.com/docs/prompts
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subject the generated images can be very abstract (see Fig. 4a). A 
prompt that does not include some subject leaves more creative 
room for Midjourney, which in turn shows how Midjourney inter-
prets the features on their own, leading to some abstract pictures 
as well as a zoomed in view of the subject focusing only on the 
described feature (see Fig. 4b) 

(a) “an animal with a large head 
and round body shape –no large 
forehead, large eyes, round body 
shape, soft surface and chubby 
cheeks” 

(b) “an animal with a round body 
–no large head, large forehead, 
large eyes, short limbs, soft sur-
face and chubby cheeks” 

Figure 5: Animal subjects with a large head (5a) and/or round 
body (5b) 

(a) “a fgure with a large head” (b) “a character with large fore-
head” 

Figure 3: Generated images where the subject was either a 
“fgure” (3a) or a “character” (3b) 

(a) “large eyes” (b) “large eyes” 

Figure 4: Generated images where the subject was a being 
(4a) or not named (4b) 

3.5 Prompt Misinterpretation 
Some combinations of words Fig. 5a might be interpreted in an 
unintended way by Midjourney. For example combination “animal” 
and “large head” often leads to images of hunting-trophies. 

Moreover, mixing the “animal” subject with the round body 
feature can also have some unexpected outcomes. Midjourney in-
terprets the “round” aspect of the prompt very literally, frequently 
rendering the animal inside of a spherical object (see Fig. 5b). 
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4 Conclusion 
Generating somewhat accurate stimulus material with certain limi-
tations proved to be much more challenging than initially antici-
pated, and not all of the problems encountered can be listed here. 
Since not all of the named issues could be solved sufciently, we 
conclude that the current iteration of Midjourney was not yet suited 
to verify the Kindchenschema in the way we originally intended. 
We ended up modifying the perspective of our research. While we 
maintain that text-to-image AI has a unique understanding of cute-
ness due to the large amounts of “cute” data it was trained on, we 
also recognize that this may lead to biases in the generated images, 
refecting predominantly popular perceptions of what constitutes 
cuteness, potential limiting its ability to generate images with fne 
grained prompts. 

We used ChatGPT-3.5 to generate a list of seven animals and 
seven inanimate objects as our prompt subjects. We then used the 
conditions “cute” and/or “antropomorphic” to generate prompts for 
each subject, resulting in eight groups who were either: 

• cute / not cute 
• anthropomorphic / not anthropomorphic 
• animal / inanimate object 

The generated images were shown to participants in an online study. 
They were asked to identify the visible Kindchenschema features and 
to rate them them according to cuteness and anthropomorphism. 

Using this method, we have found a way to determine the ex-
tent to which Lorenz’s Kindchenschema features are perceptible in 
images generated by a commercial text-to-image generator such as 
Midjourney. 
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